New Heat Transfer Correlation for an HCCI Engine Derived from Measurements of Instantaneous Surface Heat Flux
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ABSTRACT

An experimental study has been carried out to provide qualitative and quantitative insight into gas to wall heat transfer in a gasoline fueled Homogeneous Charge Compression Ignition (HCCI) engine. Fast response thermocouples are embedded in the piston top and cylinder head surface to measure instantaneous wall temperature and heat flux. Heat flux measurements obtained at multiple locations show small spatial variations, thus confirming relative uniformity of in-cylinder conditions in a HCCI engine operating with premixed charge. Consequently, the spatially-averaged heat flux represents well the global heat transfer from the gas to the combustion chamber walls in the premixed HCCI engine, as confirmed through the gross heat release analysis. Heat flux measurements were used for assessing several existing heat transfer correlations. One of the most popular models, the Woschni expression, was shown to be inadequate for the HCCI engine. The problem is traced back to the flame propagation term which is not appropriate for the HCCI combustion. Subsequently, a modified model is proposed which significantly improves the prediction of heat transfer in a gasoline HCCI engine and shows very good agreement over a range of conditions.

INTRODUCTION

Auto-ignition and combustion rates in a Homogeneous Charge Compression Ignition (HCCI) engine are very closely coupled to the heat transfer phenomena. Hence, a thorough understanding of the heat transfer process is critical for extending the load range and managing thermal transients. An improved heat transfer model, valid for a range of HCCI conditions, is an essential element in the development of predictive thermo-kinetic simulations.

The fuel, air and residual gas are generally expected to be well mixed in an HCCI engine and its combustion is often described as controlled auto-ignition. The combustion process starts at multiple locations and is governed by chemical kinetic rather than turbulent flame front propagation, as in Spark Ignition (SI) engines, or a stratified diffusion flame, as in conventional highly stratified Compression Ignition (CI) engines [1]. Hence, turbulence and mixing rates have a much smaller effect on HCCI combustion [2-5], while in-cylinder thermal conditions have a critical impact on HCCI ignition timing and burning rate. The thermal condition of the combustion chamber is closely tied to heat transfer from the hot gas to the walls. Thus, good understanding of the heat transfer process in the combustion chamber is prerequisite for developing HCCI engine control strategies and thermal management schemes.

A wealth of literature has been published over the years regarding the gas-to-wall heat transfer process in SI and CI engines and a number of correlations have been proposed for calculating the instantaneous heat transfer coefficient [6-15]. These studies have generally relied on dimensional analysis for turbulent flow that correlates the Nusselt, Reynolds, and Prandtl numbers. Using experiments in spherical vessels or engines and applying the assumption of quasi-steady conditions has led to empirical correlations for both SI and CI engine heat transfer. These correlations provide a heat transfer coefficient representing a spatially-averaged value for the cylinder. Hence, they are commonly referred to as global heat transfer models, e.g. Annand [8], Woschni [10] or Hohenberg [14]. In particular, the Woschni correlation has frequently been used for HCCI engine studies, even though the conditions in the engine vary significantly from those considered in the original work aimed at CI engines.
Therefore, this paper is focused on experimentally investigating the heat transfer in an HCCI engine and using the newly acquired insight for developing a heat transfer correlation applicable to typical HCCI energy release. The dominant heat transfer mechanism in the HCCI engine is forced convection from the bulk gas to combustion chamber walls. The radiation effect is very small because of low-soot, low temperature combustion of the premixed lean mixture in a typical HCCI engine. While the “homogeneity” of the cylinder contents in the HCCI engine should not be interpreted as absolute, the conditions during combustion are expected to be relatively uniform. The spatial uniformity of the thermal conditions in the chamber is examined through heat flux measurements at multiple locations. Confirming this hypothesis would allow using averaged local heat flux measurements for evaluating a global heat transfer model for a well-mixed HCCI engine.

The validity of the approach can be checked by performing heat release analysis and confirming that adding heat loss to calculated net heat release satisfies energy balance. This is in great contrast to SI and CI engines, where it is difficult to get the area-averaged heat flux based on local measurements because of very high spatial variations [11, 27]. In the case of SI combustion, the flame front separates the chamber into a burned hot zone and a much cooler unburned zone. In the case of CI (diesel) combustion, the nature of burning is so heterogeneous that heat flux at any point indicates only conditions in the close proximity of the probe.

The engine used in this study is a single cylinder engine operated with a premixed charge of air and gasoline. The engine operates with re-breathing, i.e. the exhaust valve is opened one more time during the intake stroke to allow induction of hot residual and to help promote auto-ignition. The coaxial type fast-response thermocouples are installed flush with the surface of the piston and the cylinder head for measuring instantaneous temperature as a function of crank-angle. This type of sensor is selected due to its demonstrated favorable dynamic behavior when applied to heat flux measurements during the compression and firing conditions [16, 22] in a metal engine.

The paper is organized as follows. The experimental methodology is described in the next section. Then local heat flux measurements are used to assess spatial uniformity. Subsequently, the concept of spatially-averaged heat flux is introduced, verified through heat release analysis, and used for evaluation of classic heat transfer models. The analysis of deficiencies associated with the Woschni classic model when applied to an HCCI engine leads to the proposed modification of the model in a two-stage process. Finally, the behavior of the new convective heat transfer correlation is verified over the range of operating conditions, followed by conclusions.

EXPERIMENTAL METHODOLOGY

HCCI ENGINE SET-UP

A modified Ricardo Hydra single cylinder engine is used for engine dynamometer tests. A GM prototype, pent-roof shape cylinder head is designed specially for this experiment, but basic features correspond to a typical modern 4-valve cylinder head. Table 1 indicates engine specifications.

<table>
<thead>
<tr>
<th>Table 1. Engine Specifications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Engine Type</td>
</tr>
<tr>
<td>Bore / Stroke</td>
</tr>
<tr>
<td>Displacement</td>
</tr>
<tr>
<td>Connecting Rod Length</td>
</tr>
<tr>
<td>Compression Ratio</td>
</tr>
<tr>
<td>IVO / IVC</td>
</tr>
<tr>
<td>Main EVO / EVC</td>
</tr>
<tr>
<td>2nd EVO / EVC</td>
</tr>
<tr>
<td>Fuel Type</td>
</tr>
</tbody>
</table>

* 0° crank angle is assigned as TDC Combustion.

Figure 1: Schematic of HCCI engine setup

An exhaust re-breathing strategy is applied to provide the necessary residual fraction for HCCI combustion control. This involves the exhaust valves opening for a second time during the intake stroke via an additional lobe on the exhaust cam. During this period, hot exhaust residual gas is drawn back into the cylinder to subsequently help with ignition during HCCI operation. The residual affects auto-ignition and combustion through a thermal and chemical effect. The exhaust back pressure is maintained at the level of ambient pressure by controlling the gate valve shown in Figure 1. One of the intake ports has a tangential shape and is
been developed since Eichelberg’s first attempt to measure instantaneous surface temperature in the combustion chamber in 1939 [6]. A surface junction on modern probes is formed by very thin metallic layers vacuum-deposited or chemically plated to obtain fast response time. Fast response thermocouples can be categorized in the following main groups: the coaxial [16, 18], the pair wire [16], and the thin film type. The former two are more widely used for measurements on metal surfaces, while the thin film design has been developed specifically for measurements on the surface of ceramic coatings and inlays [19, 20] with the intention of minimizing the disturbance in the temperature field due to the insertion of the probe. A coaxial type probe is selected for this study due to its demonstrated favorable dynamic behavior when applied to heat flux measurements during the compression and firing conditions [16, 22] in a metal engine. The schematic of the probe design is given in Figure 2. It consists of a thin wire of one TC material (Constantan) coated with a ceramic insulating high dielectric strength, swaged securely in a tube of a second TC material (Iron). A vacuum-deposited metallic plate forms a metallurgical bond with the two TC elements, thus forming the TC junction with 1–2 micron thickness over the sensing end of the probe. The probes are custom manufactured by Medtherm Corporation [42] and their response time is on the order of a micro-second. The sensing area is mounted flush with the combustion chamber surface.

The high-pressure fuel delivery system is based on a bladder-type accumulator. A bladder containing fuel is in a vessel pressurized by nitrogen. Regulating the pressure of N₂ allows control of the fuel injection pressure. The fuel delivery line is split so that fuel can be introduced in an injector in the cylinder head for direct injection, or the injector in the vaporizer for fully premixed operation. Both injectors are identical DI-type designs. In this paper, all tests were performed with fully premixed charge in order to ensure homogeneous in-cylinder conditions. The fuel vaporizer consists of aluminum chamber surrounded by an electric band heater to maintain the inner surface temperature at ~220°C, measured by a thermocouple mounted 5 mm below the surface of the chamber. A reasonable air flow through the chamber is enabled by positioning the vaporizer air intake above the main throttle valve, thus ensuring the required pressure drop. A combination of carefully selected chamber temperature and pressure drop between air intake and charge outlet provides enough flow to prevent condensation in cold spots, and yet keeps the mixture well outside of the flammable limit. Vaporized fuel and air are then routed to the intake runner upstream of the plenum to ensure complete mixing.

INSTANTANEOUS SURFACE TEMPERATURE AND HEAT FLUX MEASUREMENT

A variety of surface thermocouple (TC) designs has been developed since Eichelberg’s first attempt to...
the inability of the heat sink surrounding the center wire to cool it fast enough to control the transient response. The error is minimized if correct thermal properties of the probe body are used, in this case conductivity is $k=57.11$ (W/m-K) and diffusivity $\alpha=16.26\times10^{-6}$ (m$^2$/s). Another potential source of error is the presence of combustion deposits on the surface of the probe, and this can offset the tendency to overpredict the peak heat flux in a practical engine application. In addition, the peak heat flux is not the main quantitative indicator of the heat transfer phenomena, rather it is the combination of overall features of the crank-angle resolved heat flux profile and the integrated heat loss that have critical impact on the engine cycle. Hence, we rely on the generally accepted practice of using a coaxial type fast response thermocouple for measurements on the metal surface, but we check and verify the overall accuracy of measurements through a heat release analysis described in the appropriate section of the paper before attempting to use measurements for evaluation of heat transfer models. Finally, a second thermocouple, or back-side junction is located 4 mm below the surface to measure in-depth temperature and allow evaluation of the steady-state heat flux. It is much more difficult to ensure one-dimensional heat flow towards the back-side junction than at the surface. However, given the fact that the steady component is much smaller than the unsteady term during compression-firing, this does not have a large effect on overall accuracy.

As shown in Figure 3a, a total of 9 heat flux probes, including 2 probes in the cylinder head and 7 probes in the piston, are installed to measure local instantaneous temperature and heat flux variations. The cylinder head has special sleeves for mounting probes with fast-response thermocouples. The thermocouples on the piston are embedded directly into the piston crown material. Head side TC signals are routed directly outside of the engine and joined with a reference (cold) junction at ambient temperature. In contrast, TC wires from the piston surface are routed to an isothermal plate installed on the inner surface of the piston skirt. In this case, a new reference junction is located at the isothermal plate and its temperature is measured by a thermistor. This allows the use of highly durable stainless steel braided wire for transferring signals through the telemetry linkage and into the data acquisition system.

A mechanical telemetry system is used for conveying signals from the moving piston and connecting rod. Figure 3b shows a picture of the telemetry system prior to installation. An in-house designed grasshopper linkage, made of aluminum, is installed. Its geometry was optimized via a kinematics simulation. Joints are designed for high lateral stability and the floating heat treated pins are used for increased strength and reduced wear. Special connectors with a total of 28 pins are custom built for the big end of the connecting-rod to allow easy installation and disassembly, while ensuring reliable transmission signals.

The total instantaneous surface heat flux is calculated by solving the unsteady heat conduction equation with two temperature boundary conditions and one initial condition. Heat transfer is assumed to be strictly one-dimensional, normal to wall surface. Opris et al. [17] conducted computer simulations of piston thermal loads and concluded that heat flow through the piston is highly one-dimensional, except on the outer edges. The solution of the unsteady heat conduction equation can be obtained by applying Fourier analysis, electrical analogy, or numerical finite difference methods, as documented in [24]. For this work, Fourier analysis method is chosen. The solution provides time-dependent temperature profile at the surface which is described as,

$$T(t) = T_m + \sum [A_n \cos(n\omega t) + B_n \sin(n\omega t)]$$

(1)

$T_m$ is the time-averaged surface temperature, $\omega$ is angular velocity, $A_n$ and $B_n$ are Fourier coefficients, and $n$ is the harmonic number. A Fast Fourier Transform (FFT) is applied to the measured surface temperature data to determine coefficients $A_n$ and $B_n$. When performing a FFT to determine $A_n$ and $B_n$, the selection of the value of the harmonic number $n$ affects results significantly. In particular, if the number is too small, the periodic temperature profile from equation (1) will not match the measured wall temperature accurately. If $n$ is set to be too large, calculation sensitivity to the raw data noise increases and could lead to non-physical fluctuations in the simulated profile. Overbye et al. [9] used $n=72$ with 5° crank angle resolution, but the authors found that $n = 40$ is appropriate for higher resolution (0.5° crank angle) cases. Once $A_n$ and $B_n$ are determined, Fourier’s law is applied to equation (1) to obtain total heat flux.
The total heat flux consists of a time-independent steady term and a time-dependent transient term, which is the fluctuation of heat flux at the surface, i.e.:

$$q_n = \frac{k}{l}(T_m - T_l) + k \sum_{n=1}^{N} \phi_n [(A_n + B_n) \cos(n \omega \alpha) - (A_n - B_n) \sin(n \omega \alpha)]$$

(2)

where $\phi_n = (n \omega / 2 \alpha)^{1/2}$.

Calculation of local heat flux at each position is performed based on instantaneous surface temperature ($T_w$) and back-side temperature ($T_l$) measurements.

An example of instantaneous temperature measurements obtained at the surface and at the back-side, 4 mm below, during a sequence of 200 consecutive cycles is shown in Figure 4a. Heat flux profiles obtained from the temperature measurements are given in Figure 4b. For evaluation of main heat flux features, a single profile generated as an ensemble average from 200 cycles is required for each location. However, this processing methodology presents a very heavy computational burden, given a total of nine locations. To reduce the computational effort, the ensemble average instantaneous temperature profile is found first, and heat flux is then calculated from the single mean temperature profile. Figure 5 compares heat flux traces at a cylinder head side location determined as an ensemble average of 200 individual heat fluxes, and as a heat flux derived from an averaged temperature signal. The two profiles are almost identical, thus confirming validity of the second approach. Limits in Figure 5 indicate the bounds of a crank-angle resolved standard deviation of heat fluxes for 200 cycles. Standard deviation of the heat flux is the highest at the peak heat flux point as a consequence of cycle-to-cycle combustion variations.

**INSTANTANEOUS TEMPERATURE AND HEAT FLUX MEASUREMENTS AND ANALYSIS**

**SPATIAL VARIATIONS OF INSTANTANEOUS SURFACE TEMPERATURE**

An illustration of the local instantaneous surface temperatures measured at 2000 rpm, A/F=20, 40% internal EGR, and 11mg/cycle of fuel is given in Figure 6. There are nine traces in the graph, seven of them obtained at various locations on the piston top and two on the cylinder head, and plotted as ensemble averages of 200-cycles. The exact locations of measuring probes are identified in Fig. 3. The overall level of temperatures on the piston top is significantly higher than those measured on the cylinder head. The cylinder head temperature at location H1 is higher than H2, as a consequence of the coolant flow direction being from H2 towards H1. The highest temperatures are recorded at three locations close to the center of the piston bowl (P1, P2 and P3), as expected. Difference between highest
and lowest surface temperature on the piston top is around 10°C. Closer examination of the temperature swings during combustion reveals very similar profiles at all locations. This has a profound impact on local heat fluxes examined in the following section.

SPATIAL VARIATIONS OF LOCAL HEAT FLUXES

In general, the measured local heat flux profile at any wall surface only represents heat transfer from adjoined gas to wall at that specific location. The local heat flux rise rate depends on local combustion characteristics. For example, typical SI combustion introduces fairly homogeneous intake charge mixtures. However, flame propagation characteristics starting from the spark results in high spatial variations of heat fluxes at specific locations. Figure 7 shows the rise in heat flux measured at multiple sites of the combustion chamber surface during the main combustion and expansion period for a homogeneous charge spark ignition engine [25]. The operating condition is set as 2000 rpm, stoichiometric air-fuel ratio (A/F), 14% external EGR, and 12.3 mg/cycle fueling rate with MBT spark timing. Heat flux at the piston side indicates a higher peak and faster rise than at the head side. Head-side heat flux probes are located in the squish area of the chamber, as shown in Figure 3, so that the flame does not propagate enough into that area. Another feature of the traces in Figure 7 is the initial point of main heat flux increase. For the SI combustion case, piston-side flame arrival time is earlier than head-side. This is because flame is initiated at the spark plug and travels along the surface of the chamber; hence probes monitoring head-side heat fluxes which are located farthest from the spark plug show slower responses and retarded peaks.

On the other hand, heat flux rise for the HCCI combustion case, given in Figure 8, indicates much less spatial variation than SI combustion. Heat flux profiles shown in Fig. 8 are calculated from instantaneous local temperature traces shown in Figure 6. The operating condition for this case is 2000 rpm, A/F 20, 40% internal EGR, and 11mg/cycle fueling rate. The fuel-air charge is fully premixed using the vaporizer shown in Figure 1.

All head and piston side local heat fluxes show very similar shapes and magnitudes and they closely match heat flux rise rates. This is good evidence that combustion in a premixed HCCI engine is sufficiently homogeneous that energy release is occurring simultaneously at multiple sites of the air-fuel mixture without any macroscopic flame propagation. Heat flux from HCCI combustion also shows a smaller peak than from SI combustion. This is a consequence of a highly diluted charge mixture, resulting from the re-breathing exhaust strategy, which causes combustion temperature, and thus heat loss, to be lower.

SPATIALLY-AVERAGED HEAT FLUX

A fully premixed air-fuel charge with stable HCCI burning suggests small spatial variation of instantaneous local heat fluxes, resulting from highly homogeneous energy
release throughout the combustion chamber space (see Figure 8). The high degree of local heat flux uniformity suggests a possibility to use the spatially-averaged heat flux as representative of the global heat transfer process in the combustion chamber. The spatially-averaged heat flux is defined as:

\[ q_{\text{spatial average}}(°CA) = \frac{1}{n} \sum_{i} q_{i}(°CA) \]  

(3)

Averaging is performed at every crank angle in the fashion of an ensemble average. The total number of heat flux probes is nine, so the spatial average used in this work is an average of 9 local heat flux profiles. There was no need for area-weighing, since the differences among the individual locations are very small. The subsequent spatially-averaged heat flux represents the entire chamber area, including piston, head, intake and exhaust valves, and liner area. This is in great contrast to SI and CI engines, where local variations are much more pronounced, due to flame front propagation and extremely heterogeneous composition in the chamber, respectively. The hypothesis that the spatially-averaged heat flux can accurately represent the global process will be checked by performing a heat release analysis and investigating whether adding measured heat loss to calculated net heat release satisfies the energy balance.

The spatially-averaged heat flux profile provides a chance to determine the experimentally measured heat transfer rate and cumulative heat loss. Once the heat transfer coefficient \( h_{\text{exp}} \) is calculated from the spatially-averaged heat flux profile, the rate of heat transfer through all surfaces is calculated from the following equation:

\[ \left( \frac{dQ_{\text{cycle}}}{dt} \right)_{\text{exp}} = h_{\text{exp}} \sum_{i} (T - T_{w}) \cdot A_{i}, \text{ where } h_{\text{exp}} = \frac{q_{\text{spatial average}}}{T - T_{w}} \]  

(4)

Temperature \( T \) is the mass-averaged or bulk mean gas temperature which is determined from the equation of state using estimated cylinder mass. The procedure for estimating cylinder mass is given in Appendix 1. Wall temperature, \( T_{w} \), is the average measured surface temperature from the heat flux probes. Subscript \( i \) indicates one of three lumped surface areas, specifically for this study, the piston, head, and liner.

CAN SPATIALLY-AVERAGED HEAT FLUX REPRESENT GLOBAL HEAT LOSS FROM THE HCCI ENGINE?

The spatially-averaged heat flux defined in eq. (3) is intended to be ultimately used for evaluating global heat transfer models. As mentioned in the previous section, a high degree of spatial homogeneity is a prerequisite for using this concept. Results of direct measurements, such as those shown in Fig. 8, provide very strong qualitative indication that this is true. However, the hypothesis that spatially-averaged heat flux can reliably represent the global heat transfer needs to be verified through quantitative analysis too. This can be accomplished by complete heat release analysis.

The heat release analysis is performed based on accurate in-cylinder pressure measurements. Appendix 2 explains the methodology used for a single-zone heat release analysis. The results of heat release analysis provide the crank-angle resolved net energy release rate, as well as the cumulative net energy release. The key to validating the proposed approach is to verify that adding the heat loss calculated from measurements by integrating eq. (4) will satisfy the energy equation (a1) in the Appendix. The equation (a1) is shown here, as well, to facilitate the discussion, i.e.:

\[ \delta Q_{\text{ch}} = \delta U_{e} + \delta W + \delta Q_{\text{cycle}} + \sum_{i} h_{i} \cdot dm_{i} \]  

(a1)

The integral of the sum of the right hand side terms, i.e., net heat release, heat transfer, and crevice loss, is referred to as cumulative gross heat release. The cumulative gross heat release has to be equivalent to the integral of the chemical energy release of the fuel after combustion, i.e.:

\[ Q_{\text{ch, after combustion}} = m_{f} \cdot LHV_{f} \cdot \eta_{\text{comb}} \]  

(5)

where \( m_{f} \) is the mass of fuel burned, \( LHV_{f} \) is the lower heating value of fuel and \( \eta_{\text{comb}} \) is combustion efficiency. Combustion efficiency is obtained from measured exhaust gas composition. In other words, equation (5) sets the upper bound for the cumulative heat release, and the calculated peak gross heat release should ideally reach that value. Net heat release and crevice flow are obtained from in-cylinder pressure measurements and are considered to be accurate, assuming that correct gas properties are used (see Appendix 2). Thus, closing the energy balance hinges upon accurate values of heat loss, determined in this case directly from measurements.

Figure 9 illustrates the methodology and shows cumulative heat release results obtained for the baseline operating point, i.e., A/F= 20, 2000 rpm, and 11 mg/cycle of fuel with a fully-premixed charge. The graph demonstrates that, when crevice flow and heat loss curves obtained from measured spatially-averaged heat flux are added to the net heat release, the peak of the resulting gross heat release curve reaches the desired value of the chemically released energy (Energy from Burned Fuel). For given conditions, the crevice loss is close to 3% of the total gross heat release. The excellent agreement shown in Fig. 9 for baseline conditions confirms the hypothesis that the spatially-averaged heat flux can provide accurate representation of the global heat flux from the gas to combustion chamber walls in the HCCI engine. However, before the concept can be considered fully valid, the analysis
needs to be repeated over a wide range of operating conditions. Table 2 shows the detailed test descriptions of each visited load and speed point.

Table 2. Operating conditions for load and speed sweep

<table>
<thead>
<tr>
<th>PARAMETER</th>
<th>LOAD</th>
<th>SPEED</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speed (rpm)</td>
<td>2000</td>
<td>1600, 2000, 2400</td>
</tr>
<tr>
<td>Fueling Rate (mg/cycle)</td>
<td>9 – 14</td>
<td>11</td>
</tr>
<tr>
<td>Air-Fuel Ratio</td>
<td>20.5 - 21.5</td>
<td>21</td>
</tr>
<tr>
<td>Internal EGR (%)</td>
<td>30 - 47</td>
<td>38 - 41</td>
</tr>
<tr>
<td>External EGR (%)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Combustion Efficiency</td>
<td>93-96%</td>
<td>94-96%</td>
</tr>
<tr>
<td>Intake Temp. (K)</td>
<td>365</td>
<td>365</td>
</tr>
<tr>
<td>Oil-in (K)</td>
<td>370</td>
<td>370</td>
</tr>
<tr>
<td>Coolant-in (K)</td>
<td>371</td>
<td>371</td>
</tr>
<tr>
<td>Intake Pressure (kPa)</td>
<td>91.4 – 97.0</td>
<td>92.5 – 95.7</td>
</tr>
<tr>
<td>Exhaust (kPa)</td>
<td>100.9</td>
<td>100.9</td>
</tr>
<tr>
<td>NMEP (kPa)</td>
<td>285 - 460</td>
<td>352 – 363</td>
</tr>
</tbody>
</table>

Figure 10a shows the set of net energy release rates determined from pressure traces obtained over the range of loads defined in Table 2. The corresponding spatially-averaged heat flux profiles are given in Fig. 10b. Closer examination of both the heat release rate and heat flux profiles enables assessment of their main features, particularly the phasing of characteristic points. In this paper, 10% of mass fraction burned (MFB) point is considered as the start of combustion. The starting point of rapid heat flux rise is found as the maximum of the second derivative of heat flux. The results indicate that the 10% MFB point consistently occurs 2° CA degrees after the point of initial heat flux rise regardless of load. The location of peak heat release rate is 10° CAD after TDC, while the point of maximum spatially-averaged heat flux occurs 20° CA degrees after TDC, as can be seen in Figure 10. The close correlation between phasing of combustion and heat flux events indicates that the uniform energy release in the HCCI engine drives surface heat flux increase in a consistent manner throughout the combustion chamber space.

Finally, the measurements obtained over the range of loads and speeds are processed to verify the validity of the concept of using the spatially-averaged heat flux for assessment of the global process. The expression for the quantitative error is derived from equations (5) and (a1), as:

$$\text{Error(\%)} = \frac{\text{Energy from Burned Fuel} - \text{Net + Heat Loss + Crevice}}{\text{Energy from Burned Fuel}} \times 100 \quad (6)$$

The error analysis is performed for all points listed in Table 2 and the results are shown in Figure 11. As can be seen, the error can have a positive or negative value, depending on whether the experimentally determined gross heat release is lower or higher than the chemical energy released by the fuel. The values of errors are between 0.1% and -1%, which is exceptionally good considering all possible sources of errors in calculating individual terms for equation (a1). In summary, the
analysis confirms that the spatially-averaged heat flux represents well the global heat transfer process in the HCCI engine. Therefore, it can be used for assessing the global heat transfer correlations suitable for thermodynamic cycle calculations.

EVALUATION OF GLOBAL HEAT TRANSFER MODELS

Several heat transfer models have been proposed over the years, mostly based on correlations of dimensionless numbers, derived from similarity analysis, with experimental data. Models can be categorized according to their spatial resolution, specifically global one-zone, zonal (multi-zone), one-dimensional and multi-dimensional fluid dynamic models [24]. Considering the homogeneous character of HCCI combustion, global one-zone models are suitable for this study rather than models concerning local behavior. These models typically feature area-averaged, empirical heat transfer coefficients derived from the relationship \[ \text{Nu} = a \text{Re}^{m} \] based on dimensional analysis of the energy equation [6]. Substituting for \( \text{Nu} \) and \( \text{Re} \) with physical properties, the global heat transfer coefficient can be written as:

\[
h_{\text{global}}(\theta) = \alpha_{\text{scaling}} \cdot L(t)^{m-1} \cdot \frac{k}{\mu^{m}} \cdot p(t)^{m} \cdot T(t)^{-m} \cdot v(t)^{m} \quad (7)
\]

The global heat transfer coefficient depends on characteristic length, transport properties, pressure, temperature, and characteristic velocity. A scaling factor \( \alpha_{\text{scaling}} \) is used for tuning of the coefficient to match a specific engine geometry. A value for the exponent \( m \) has been proposed by several different authors, for example, \( m = 0.5 \) for Elser and Oguri, 0.7 for Annand and Shitkei, 0.75 for Taylor and Toong, and 0.8 for Woschni and Hohenberg. Except for the Woschni correlation, most of these correlations use a time-averaged gas velocity proportional to the mean piston speed. However, Woschni separated the gas velocity into two parts: the unfired gas velocity that is proportional to the mean piston speed, and the time-dependent, combustion-induced gas velocity that is a function of the difference between the motoring and firing pressures, i.e. \[ \begin{align*}
v(t)_{\text{Woschni}} &= C_{1} \sqrt{p} + C_{2} \frac{V_{t}T_{t}}{p} (p - p_{\text{motoring}}) \quad (8)
\end{align*}
\]

The main idea for using this equation is to keep the velocity constant during the unfired period of the cycle, and to then impose a steep velocity rise once combustion pressure departs from motoring pressure. It was motivated by experimental observations of differences between the heat transfer phenomena in combustion bombs and firing SI and CI engines. The subscript \( r \) denotes a reference crank angle, such as intake valve closing time. Constants \( C_{1} \) and \( C_{2} \) can be adjusted depending on the specific engine type, although these constants have physical units. Detailed formulas for \( C_{1} \) and \( C_{2} \) are included in Appendix 3.

EVALUATION BASED ON SPATIALLY-AVERAGED HEAT FLUX PROFILE

The predictiveness of heat transfer correlations was traditionally evaluated through a systematic energy balance analysis [10,14], or comparisons with area-averaged instantaneous heat flux measurements [41]. Using heat flux measurements is attractive since it provides a crank-angle resolved insight into the process, but when applied to SI or CI engines it is accompanied by a large uncertainty in converting the local measurements to an average heat flux value. However, as shown in the section on Heat Release Analysis, the degree of uniformity in the premixed HCCI engine provides for the first time a situation where reliable qualitative and quantitative evaluations of global heat flux predictions can be made using the spatially-averaged local heat flux measurements.

First, a baseline point is chosen for the assessment of global models, that is, 2000 rpm, A/F=20, 11 mg/cycle with a fully premixed fuel charge. Several global models, i.e., Woschni, Hohenberg, and Annand & Ma, are examined. The comparisons focus on the compression and expansion strokes. Figure 12 compares the results of measured and predicted heat flux profiles. All correlations have been scaled, as needed, to properly satisfy energy balance. Among the three global models tested, Hohenberg appears to be the closest to the measured profile, while Woschni seems to be the least accurate, since it is under-predicting heat flux before combustion and over-predicting during main combustion. For thermo-kinetic HCCI cycle simulations relying on chemical kinetics for prediction of ignition, this under-prediction of heat loss during compression can cause earlier auto-ignition and inaccurate pressure estimation. The large peak after top dead center (TDC) predicted by Woschni is caused by the time-dependent gas velocity term in equation (8). While this term was critical for capturing increased heat flux due to flame effects in SI and CI engine applications, it seems to be very inappropriate for HCCI in-cylinder conditions.
Due to its wide acceptance in the engine community, and already widespread use for HCCI studies [44-46], an attempt is made to modify the Woschni correlation and propose new constants in the model that would make it suitable for use in HCCI engine simulations. The reduced Woschni model is suggested by removing the combustion velocity term, $C_2$, from equation (8), and adjusting the scaling factor $\alpha_{\text{scaling}}$ from equation (7) to satisfy the energy balance. In this case, the value of $\alpha_{\text{scaling}}$ was found to be 3.4. The result is shown in Figure 13. The reduced Woschni correlation shows significantly improved estimation compared to the original. This confirms the hypothesis that the large effect of combustion gas velocity does not exist in the HCCI engine, where combustion takes place simultaneously at multiple locations and is largely driven by chemistry rather than turbulent flame phenomena. Not surprisingly, removing the $C_2$ term makes the modified Woschni equation resemble Hohenberg’s correlation. The difference is only the characteristic length, where Hohenberg uses the 1/3 power of volume profile, and Woschni uses cylinder bore as described in Appendix 3. Both assumptions are relatively crude, thus providing a chance for refinement.

There are several ways to define the characteristic length, $L$, in engine geometry. Most heat transfer correlations use for $L$ a fixed number, such as the cylinder bore, or one half of the bore. Alternatively, the ratio of volume to surface area can be used [13]. In simulations relying on a single-zone energy cascade model for prediction of global flow and turbulence parameters, $L$ is often assumed to be the instantaneous combustion chamber height, constrained to be less than the cylinder radius [39, 40]. Figure 14 presents the effect of alternative characteristic length definitions on the predicted heat flux profile. The reduced Woschni model is used as a platform to study the difference. The results show that the characteristic length does not seem to affect the prediction of heat flux profile very much because of the small difference in the final value of $L$. Nevertheless, the instantaneous chamber height assumption leads to slightly better predictions during the late stages of compression and expansion (see Fig. 14b), and is used for the subsequent studies in this paper.

**EVALUATION OF ALTERNATIVE HEAT TRANSFER CORRELATIONS OVER THE LOAD RANGE**

In this section, an evaluation of global models will be performed based on energy balance within the experimental load range. Heat release analysis is
applied using instantaneous heat flux rates predicted from one of the global correlations under assessment. The cumulative gross heat release is then compared to the energy released by the burned fuel. Reduced Woschni, Hohenberg and other correlations based on equation (7) are evaluated on this basis over a wide load range. The HCCI engine load was varied by changing fueling rate from 9 to 14 mg/cycle at 2000 rpm, as previously described. For each global heat transfer correlation, the scaling factor is adjusted to satisfy the energy balance at the baseline point, i.e. 11 mg/cycle fueling rate. Then the same scaling factor is applied to all subsequent points, and the universal applicability of each of the global models is assessed. Figure 15 shows how the error defined by equation (6) changes when it is determined for different global heat transfer models throughout the load range. For the overall load range, errors are less than 3%, which is within the measurement margin for this type of experiments. The reduced Woschni and standard Hohenberg correlations behave a little better than the other two. Nevertheless, there is an apparent systematic error trend which follows the load change, independent of the different heat transfer models. The cumulative heat loss is under-predicted at loads higher than the baseline, and over-predicted at loads lower than the baseline. If a scaling factor for satisfying the energy balance is selected based on the lowest fueling rate, the relative error at the highest load point would be higher. Hence, the systematic error should be eliminated through an additional modification of the model.

However, the difference becomes apparent after TDC, and persists throughout expansion. At the end of integration, the measured cumulative heat loss values show larger spread with regard to load change than values from the reduced Woschni estimation.

Figure 16: Comparison of the cumulative heat loss calculated: a) from measured spatially-averaged heat flux; and b) by reduced Woschni model

Figure 17 shows how the heat flux predicted using the reduced Woschni model correlates with the measured spatially-averaged heat flux over a range of different loads. Before TDC, the measured and predicted heat flux profiles shown in Figs. 17a and 17b, respectively, agree extremely well irrespective of the fueling rate. In contrast, after the start of combustion, the range of peak heat flux variations simulated by reduced Woschni model is much smaller than the measured range. This confirms the need to improve the present global heat transfer correlations. Particular attention is given to the reduced Woschni model, due to its consistent behavior as load varies, and the fact that the model in its original form provides a good basis for introducing a correction during combustion.

Figure 17: Heat flux variations with load: a) spatially-averaged measured, and b) predicted heat flux using the reduced Woschni correlation

Figure 15: Cumulative gross heat release error associated with using selected heat transfer correlations over the range of loads

The nature of this discrepancy can be highlighted by comparison of the crank-angle resolved cumulative heat loss determined from the measured spatially-averaged heat flux and the reduced Woschni correlation. The area-averaged integrated heat loss profiles are presented in Figure 16. The integration period is set as 180 CA deg, symmetric to TDC firing. Heat loss outside of this range is relatively low due to smaller heat transfer rates. The predicted cumulative heat loss profile before TDC matches the measured profile very closely.
The physical reasons for increasing heat flux with increasing load are the elevated wall temperatures and higher pressure gradients, and their effects on the thickness of the thermal boundary layer near the wall. In case of an HCCI engine, there are no clearly distinguishable zones of products compressing the unburned mixture ahead of them, and thus invigorating the gas motion and turbulence. However, high pressure levels and gradients experienced in the typical HCCI combustion have a tendency to compress the gas trapped in the boundary layer and allow burning closer to the wall. Higher loads lead to higher wall temperatures, thus reducing quenching distance from the wall.

This section proposes a model with an additional term to capture the effect of combustion-induced gradients on heat flux, and benchmarks it against the measurements. The approach is to utilize the unsteady velocity term advocated by Woschni, but significantly reduce its magnitude. Adjustment of the exponent for the temperature term will be considered as well, in order to allow fine-tuning of the predictions.

From equations (7) and (8), the original Woschni model can be rewritten as:

\[ h_{\text{Woschni}} = L^{m-1} \cdot p^n \cdot T^{0.75-1.42m} \left( C_5 V_p T_r \left( p - p_{\text{max}} \right) \right)^m \]  

(9)

The exponent for the bulk gas temperature term in eq. (9) was originally determined by substitution of two transport properties as a function of temperature,

\[ k \propto T^{0.75} \quad \text{and} \quad \mu \propto T^{0.62} \]

The exponential relationship of temperature with thermal conductivity and viscosity of fluid is normally generated based on nitrogen gas properties [10, 15]. The combustion gases include other species as well; hence the temperature exponents may change depending on how many species are considered. As an example, the temperature exponent for Hohenberg’s model is 0.4 and in Woschni’s it is 0.53. The dependency of \( k \) and \( \mu \) values on temperature are so small that any change in these values as a function of time does not have significant effect on the time-varying heat transfer coefficient profile, as compared to other variables in equation (7). In contrast, the combined effect of properties and temperature on the Woschni model is much stronger, due to the temperature exponent. Consequently, rather than using a direct temperature dependence relationship to evaluate \( k \) and \( \mu \) values, they could be maintained as time-independent constants to minimize any uncertainties due to composition. In that case, the exponent of the temperature term is close to the value of \( m \) from equation (9), which is around 0.7-0.8.

Next, the unsteady gas velocity term from the original Woschni heat transfer model is calibrated based on experimental measurements. The value of \( C_2 \) that Woschni originally used for SI engines is adjusted to be six times smaller for the HCCI case. The temperature exponent is optimized as 0.73 by iterative curve fitting. These values are determined under the constraints that heat flux predictions before TDC need to be estimated as accurately as by the modified Woschni model without the unsteady velocity term, and that energy balance has to be satisfied at the baseline point.

Equations (10) and (11) represent the modified heat transfer coefficient formula with inclusion of the above mentioned modifications:

\[ h_{\text{new}} (t) = \alpha_{\text{scaling}} \cdot L(t)^{0.62} \cdot p(t)^{0.68} \cdot T(t)^{0.73} \cdot v(t)^{0.8} \]  

(10)

\[ v(t) = C_5 V_p T_r \left( p - p_{\text{max}} \right) \]  

(11)

To summarize, the proposed model has three differences from the original Woschni model: the instantaneous chamber height is used as the characteristic length scale, the temperature exponent is modified to be 0.73, and \( C_2 \) is reduced to 1/6 of the original value. Figure 18b shows the predicted heat flux profile calculated from equations (10) and (11). The estimated heat flux during compression matches the
spatially-averaged heat flux (see Fig. 18a) very well. As combustion starts, the peak heat flux at the highest fueling rate shows significantly improved agreement with measurements compared to the predictions shown in Fig. 17b. Similarly, the magnitude of difference between highest and lowest peak heat flux for the range of loads matches the range of experimental heat flux measurements much better than the reduced Woschni shown in Fig. 17b. Even though the peak heat flux at the lowest load point is still somewhat overpredicted, the comparison of the gross measured heat release and energy released by fuel shown in Figure 19 indicates that this has a minor effect on cumulative heat loss predictions.

The sum of the net heat release from the pressure trace, the heat loss estimated using the modified Woschni model, and the crevice loss in Figure 19 is in very good agreement with the gross heat release determined directly from fuel consumption and combustion efficiency. The maximum absolute error over the load range is reduced from 2.2 % to roughly 1.4%, and the total error range from the highest to lowest load conditions is only ~1.5%, vs. ~4.2% with the reduced Woschni correlation shown in Fig. 15. Given all possible sources of measurement errors associated with heat release analysis, this can be considered extremely accurate. Note that the integration interval over which heat release analysis is performed is during the period in which both intake and exhaust valves are closed, since the heat release model assumes a closed control volume, and that the newly developed heat transfer correlation is intended only for the compression and expansion period.

To further validate the new model, its predictions are compared to measured spatially-averaged heat flux for a range of engine speeds, as shown in Figure 20. The fueling rate was fixed at 11 mg/cycle and air-fuel ratio was maintained at 20~21. The overall agreement between predictions and experimentally determined heat flux profiles is very good. The measured and predicted heat flux profiles up to the start of combustion match each other perfectly. The measured peak heat flux values show somewhat larger spread and retarded phasing compared to the predicted profiles. However, calculations of cumulative quantities and subsequent error analysis show minimal errors for 1600 rpm and 2000 rpm points, and ~1.3 % error for the 2400 rpm case. In summary, the excellent prediction of heat flux during compression, which is critical to accurate predictions of ignition, combined with accurate estimation of the overall heat loss confirms the ability of the proposed correlation to capture the variations of heat flux in the typical HCCI operating range.

ADDITIONAL OBSERVATIONS AND OUTLOOK

The work presented here was aimed at characterizing the heat transfer in the premixed HCCI engine through analysis of local heat flux measurements and utilizing the findings to propose a modified heat transfer correlation suitable for single-zone cycle simulations. The Woschni correlation was used as a base platform...
due to its wide acceptance, simplicity and robustness in application. The results obtained with the proposed, modified correlation demonstrate its ability to capture most of the HCCI heat transfer features observed in measurements and provide adequate quantitative predictions.

However, comparisons of instantaneous heat flux profiles in Figures 17 and 18 show a discrepancy that merits some discussion, i.e. the difference in phasing of the two heat flux profiles. The peaks of spatially-averaged heat flux are located close to 20 deg CA ATDC in the whole load range, while the peaks of calculated profiles occur around 15 deg CA ATDC. The discrepancy is attributed to the fact that the phasing of the predicted global heat flux is a function of the temperature gradient between the bulk gas and the wall. However, the boundary layer near the wall can affect the measurements due to its thermal capacity. Consequently, the phase lag between measured and predicted heat flux occurs due to dynamics of transient heat transfer phenomena in the boundary layer. This unsteady behavior and the phase shift between the measured heat flux and the bulk gas-to-wall temperature difference has been observed earlier by Overbye et al. [8] in a motored engine. This issue is currently being investigated by the authors through alternative approaches for treating the unsteady heat transfer phenomena. In addition, validation on different engine designs will be performed in order to confirm the universality of the proposed modified correlation.

**CONCLUSIONS**

The experimental measurements of heat fluxes at seven locations on the piston top surface and two locations on the cylinder head of the HCCI engine operating with the premixed gasoline-air mixture indicate very small spatial variations. Hence, the spatially-averaged heat flux can represent well the global heat transfer behavior in the HCCI engine. This has been confirmed by performing heat release analysis, and verifying that it is possible to close the energy balance by adding the experimentally determined cumulative heat loss to the net heat release and crevice effect.

The representative experimental heat flux in the form of the spatially-averaged heat flux profile allows evaluation of several global models. Particular emphasis has been placed on the Woschni model due to its widespread use. The comparison indicates that:

- The original Woschni model cannot match well measurements in the HCCI engine, since the unsteady gas velocity term causes over-prediction of heat transfer during combustion. This in turn leads to under-prediction during compression, and hence undesirable consequences regarding predicting ignition, in case the model is incorporated into a thermo-kinetic cycle simulation.

- The reduced Woschni model without the unsteady gas velocity term works better than the original. However, its verification over the load range indicates a systematic error and the need for correction.

- The other classic correlations that were considered demonstrated the same shortcomings in tracking the effect of load.

Based on these observations, and using the reduced Woschni model as the starting point, an improved correlation re-introduces the unsteady velocity term based on the difference between the combustion and motoring pressures, but reduced by a factor of six. In addition, the bore is replaced with instantaneous chamber height as the characteristic length scale, and the exponent for the temperature term is tuned to produce best agreement with measurements. Predictions of the new heat flux correlation show very good quantitative agreement with measurements over a typical HCCI range of loads and speeds.
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NOMENCLATURE

$A_n$, $B_n$ Fourier Coefficient

$N$ Total Number of Harmonics

$k$ Thermal Conductivity (W/mK)

$l$ Distance from Surface Junction Thermocouple

Greek Symbols

$\alpha$ Thermal Diffusivity (m$^2$/s)

$\phi_n$ Harmonic Phase Angle (deg)

$\omega$ Angular Velocity of Engine Crankshaft (rad/s)

$\gamma$ Ratio of Specific Heats

$\mu$ Viscosity (Ns/m$^2$)

Superscript

' Flow In and Out of the Crevice

m Exponent of Nusselt-Reynolds Relationship

ex Exponent of Normalized Pressure Ratio

Subscript

f Fuel

m Time-Averaged Mean Value

r Reference

w Wall

ch Chemical Energy

comb Combustion

cr Crevice

h.t. Heat Transfer

exp Experimental

mot Motoring

APPENDICES

1. DETERMINATION OF MASS IN THE CYLINDER

The total mass in the cylinder consists of air, fuel, external residual and internal residual, i.e.:

$$m_{\text{total}} = m_{\text{air}} + m_{\text{fuel}} + m_{\text{EGR}} + m_{\text{i-EGR}}$$

Air and fuel mass are measured directly by respective flow meters. External EGR fraction can be calculated from exhaust emission measurement in the exhaust plenum and CO$_2$ emission measurement in the intake plenum. However, external EGR was not used for conditions analyzed in this paper, hence e-EGR mass is zero.

Exhaust residual mass from internal recirculation can be estimated by considering the properties of trapped residual and intake charge separately. According to Dalton’s law of gas mixtures, at the moment of intake valve closing, the pressure of the charge in the combustion chamber is:

$$P_{\text{VOC}} = P_{\text{intake-charge}} + P_{\text{residual}}$$

Partial pressure of intake charge can be expressed as,

$$P_{\text{intake-charge}} = \frac{m_{\text{intake}}RT_{\text{intake}}}{V_{\text{IVC}}}$$

where $T_{\text{intake}}$ is the temperature in the intake manifold. Mass of intake charge includes fresh air mass and external EGR mass. In this study, $T_{\text{intake}}$ is measured in the intake port, very close to the intake valve, thus capturing possible effects of backflow and providing realistic indication of the intake charge temperature. Then the mass of internal EGR can be obtained by the equation:

$$m_{\text{residual}} = \frac{P_{\text{residual}}V_{\text{IVC}}}{RT_{\text{residual}}} = \frac{V_{\text{IVC}}}{RT_{\text{residual}}} (P_{\text{VOC}} - P_{\text{intake-charge}})$$

The residual mass temperature in the cylinder at intake valve closing time is assumed to be equal to the measured mean exhaust gas temperature in the exhaust port.

2. HEAT RELEASE ANALYSIS

Heat release analysis is frequently used for combustion diagnostics [28-33]. This analysis relies strongly upon robust and accurate in-cylinder pressure measurement. Heat release can be performed on the cylinder pressure trace, which can either be the ensemble-average of a large number of cycles (in this work typically 200) or an individual cycle trace. A single zone model defines the state of the cylinder contents in terms of average properties and does not distinguish between burned and

Figure A-1. Combustion Chamber Control Volume Definition for Heat Release Analysis
unburned gas [28, 29]. This is a justifiable assumption for the premixed HCCI combustion characterized by a high degree of homogeneity in the combustion chamber. The energy equation is written as:
\[
\delta Q_{ch} = dU_s + dW + \delta Q_{ch} + \sum h \cdot dm
\]  
(a1)
and applied for a control volume shown in Figure A-1.

In equation (a1), chemical energy release from fuel, \(\delta Q_{ch}\), must be the same as the sum of sensible energy change during combustion, \(dU_s\), work done by piston motion, \(dW\), heat transfer from gas to wall, \(\delta Q_{ch}\), and enthalpy change due to mass flux through the control volume, \(\Sigma h \cdot dm\). The mass flux term includes crevice mass flow, while neglecting the blow-by loss. The time derivative form of equation (a1) can be ultimately expressed as equation (a2) after simplifying each of the terms. The process basically expresses the sensible internal energy, piston work, and charge and crevice mass using known thermal properties [28, 29] as:
\[
\frac{dQ_{ch}}{dt} = \frac{\gamma - 1}{\gamma - 1} \rho \frac{dV}{dt} + p \frac{dV}{dt} + \frac{dQ_{ch}}{dt} + (h' - u + c_v T) \frac{dm_{cr}}{dt}
\]  
(a2)

Net heat release rate includes work and internal energy change, which are the first two terms of the right-hand side of the equation. It is represented by three properties, pressure, volume, and the ratio of specific heats. The ratio of specific heats for combustion gases, or gamma (\(\gamma\)), is critical for the analysis, strongly influencing the value of net heat release rate.

In general, gamma is a function of mixture temperature and composition. The dependence of mixture properties on temperature is much stronger than the dependence on composition; hence, a simple curve-fit for gamma as a function of temperature is commonly used for experimental heat release analysis [32]. Many previous papers have suggested their own formulas derived using different equilibrium programs applied to the specific fuel-air mixture composition [28, 32, 37]. As an example, the linear relationship proposed by Gatowski et al. [21] is shown in Figure A-2. However, previously proposed correlations for typical SI engine conditions are not suitable for application to HCCI because the engine runs very lean with the fraction of internal residual up to 50%. Hence, the authors used a chemical equilibrium program with 14 species, developed by Depcik [38], which correlates quite well with the NASA equilibrium program, to determine gamma for a range of conditions seen in the gasoline HCCI engine with rebreathing used in this study. The results of gamma as a function of temperature, and for a range of A/F ratios are included in the graph in Figure A-2. They confirm the expected much stronger dependency of gamma on temperature than on composition. Ignoring the effect of A/F for our operating range results in an error of up to +/-0.005 for gamma, or only 1.0% of final gross heat release. Thus, a third-order polynomial curve-fit is found at the median A/F point and applied to the whole range:
\[
\gamma = -9.967 \times 10^{-12} \cdot T^3 + 6.207 \times 10^{-8} \cdot T^2 - 1.436 \times 10^{-4} \cdot T + 1.396
\]  
(a3)

The difference between the curve fit and the classic linear correlation from literature [21] is quite significant, hence mandating the use of the new correlation for HCCI engine analysis.

The third term of equation (a2) shows the heat transfer rate between gas and wall. It is calculated using:
\[
\left(\frac{dQ_{ch}}{dt}\right) = h \cdot A \cdot (T_g - T_w)
\]  
(a4)

where \(h\) is the heat transfer coefficient, \(A\) is the area in contact with the gas, \(T_g\) is the gas temperature and \(T_w\) is the wall temperature. In the single zone analysis, the heat transfer coefficient is the same for all surfaces in the cylinder. In general, a classic global heat transfer model is applied to calculate the heat transfer coefficient and an area-averaged heat transfer rate. If necessary a multiplier is used to provide the closure of energy balance. Classical heat transfer correlations that have been assessed in the light of our experimental data are introduced in Appendix 3.

The last term in equation (a2) is the crevice loss from mass flux through the crevice volume. Measured crevice volume is the volume above the top compression ring shown in Figure A-1, i.e. the volume of the space between the top compression ring, piston top land, and liner wall. The calculated crevice volume is 1.2% of the compression volume. The calculation of crevice properties in equation (a2) can be written as:
\[
\frac{dm_{cr}}{dt} = \frac{V_{cr}}{RT_{cr}} \cdot \frac{dp_{cr}}{dt}
\]  
(a5)

\[
h' - u + c_v T = u' + p'v' - u + c_v T = u' + RT' + c_v T
\]  
(a6)
It is assumed that the pressure in the crevice $p_{cr}$ is the same as the in-cylinder pressure at any crank angle. The reference temperature $T'$ is determined depending on whether the mass is flowing in or out from the crevice. The gas temperature in the crevice $T_{cr}$ when there is flow out of it is assumed to be equal to the surrounding wall temperature, i.e. the averaged temperature of piston and liner surface. This is due to the volume-to-surface area ratio of the crevice being so small that it allows reaching thermal equilibrium with the surface very quickly. In case of the mass flow into the crevice, the average value of the chamber and crevice temperature is used instead. Terms $h'$ and $u'$ are the enthalpy and internal energy flows in and out of the crevice.

$$T' = \frac{(T_{chamber} + T_{crevice})}{2} \quad \text{for} \quad dm_{cr} > 0$$

$$T' = T_{crevice} \quad \text{for} \quad dm_{cr} < 0$$

### 3. GLOBAL HEAT TRANSFER CORRELATIONS

**Original Woschni Correlation**

$$h_{\text{Woschni}} = B^{0.2} \cdot p^{0.8} \cdot T^{-0.53} \cdot \left( C_1 \frac{S}{r} + C_2 \frac{V_T}{p V_T} \cdot (p - p_{mol}) \right)^{0.8}$$

$$C_1 = 2.28 + 0.308 \frac{\pi B W}{S_p}, \quad C_2 = 0.00324$$

**Hohenberg Correlation**

$$h_{\text{Hohenberg}} = 130 \cdot V^{0.6} \cdot p^{0.8} \cdot T^{-0.4} \cdot (\frac{S}{p} + 1.4)^{0.8}$$

**Annand & Ma Correlation**

$$h_{\text{Annand & Ma}} = \frac{k}{B} \cdot \text{Re}^{0.7} \cdot \left( 0.12 + \frac{0.12}{\text{Re} (T - T_w)} \frac{dT}{dt} \right)$$